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Abstract --An integral cljuation method for the analysl:i or clastic-plaStiC wavc propagation IS
presented. The elastic-plastic solution is thereby found 'h th~ superposition of the corresponding
elastic result with waves produced by dynamically induced plastic strains. The solutions are rep­
resented in the form of integrals with elastodynamic Green's functions as integration kernels. The
spherically symmetric problem of a dynamically loaded spherical cavity is consider~d and the
corresponding Green's functions for this geometry are dcri\'ed in closed form. Time convolution is
carried out analytically over a prescribed time step and the spatial integration is performed by
Gaussian quadrature. If the wave travels within each time step Just the distance of one spatial element
the evaluation of the integrals leads to a tridIagonal system of algebraic eljuations. :--Jumerical
results are compared to some known analytical solutions. proving th~ accuracy of the method.
Computations are carried out for rate sensitive pow~r law hardening thermal softening materials

I I'JTROD1C1IO,\

The problem of elastic-plastic wave propagation has received interest from many
researchers. In particular. on the subject of spherical waves in isotropic solids important
analytical work has been contributed by Hunter (1957). Chadwick and Morland (1969).
Morland (1969), Chadwick (\ 970). and comparisons with numerical solutions by the finite
difference method were presented by Mok (1968) and Milne c( (/1. (1988). A detailed account
of the subject as well as an extensive list of references is given by Hopkins (1960). All these
studies consider the propagation of spherical waves from a dynamically expanding cavity.
assuming rate independent ideal elastic-plastic material behavior or linear work-hardening.
The mathematical approach in these papers focuses on the propagation of the elastic and
the plastic shock fronts. The governing equations of the elastic as well as the plastic domain
are formally derived in analytic form. but depend on the extension and propagation of the
elastic-plastic interface. The analysis of Morland (1969) shows that in the loading range
the plastic front propagates at a constant speed (p for linear strain-hardening. provided
that the pressure P at the cavity wall is applied as a step load and has an amplitude larger
than the critical value Pcr = all (I ~ v) (1 ~ 21'). where Ull is the initial yield stress and t" is
Poisson's ratio. If P > p". the interface is a surface of discontinuity. and an analytic
solution can be found for simple cases [e.g. Chadwick and Morland (1969) for linear work
hardening]. These analytic results. however. are valid only as long as there is a stress
discontinuity at the interface. Numerical computations show that these discontinuities
decay rapidly and. consequently. the analytic results derived by Chadwick and Morland
(1969) are limited to the early stages of the propagation of an elastic-plastic shock wave.

For P ~ Per or continuous loading. the elastic plastic interface carries no discontinuity
and the interface velocity is always smaller than cpo Then. an analytic result can be obtained
only for the inverse problem. where the interface \elocity is prescribed and the time varying
cavity pressure is found accordingly (Hunter. 1957).

In this kind of analysis the solution is obtained from differential equations. which
directly depend on the inelastic constitutive eq uations. The specific form of these constitutive
relations determines whether an analytic solution exists or not. In addition to the previously
discussed limitations any analytic results are valid only in the loading range. i.e. they break
down if unloading occurs anywhere in the solid.



812 P. A. Fotiu and F Ziegler

In this paper we develop a mathematical framework of wave propagation based on
dynamic Green's functions. The elastic-plastic solution is thereby found by superposition
of altogether clastic trains of waves, produced by the applied load as well as by the
dynamically induced plastic strains. The resulting integral equations are integrated numeri­
cally with the constraint that the dynamic plastic strains satisfy the constitutive equations.
The latter are used here merely as side conditions, which leaves the main analysis open to
any type of constitutive behavior. There is also no need for a separate consideration of
loading and unloading waves, because this is directly controlled by the determination of
the plastic strain from the loading/unloading conditions in the constitutive law. This strategy
allows the evaluation of stresses, displacements and deformation rates along the wave fronts
and in the wake as well, and may be used to obtain a picture of the remaining state of
selfstress in the material after a shock loading of the cavity walls. Along the same lines,
material behavior other than e1astoplasticity may also be treated. For example, waves in
elastic layered media can be modeled, representing different elastic properties by equivalent
eigenstrains as in Eshelby's method (Eshelby, 1957; Mura, 1987; Nemat-Nasser and Hori,
1993). Density differences, however, have to be treated as additional fictitious body forces
(Mura, 1987; p. 459f.). In that context it is also possible to treat micromechanical problems
of plasticity and/or damage. Then. those equivalent eigenstrains are found as averaged
quantities from a micromechanical analysis of a representative volume element. For example,
Giildenpfennig and Clifton (1980), in an attempt to study plastic waves in thin walled
tubes, calculated the macroscopic plastic strains of a polycrystalline aggregate from crys­
tallographic slip systems by the selfconsistent method.

In the first part of the paper we identify the necessary dynamic Green's functions
from the dynamic Betti--Rayleigh reciprocal theorem. Later, these influence functions are
specified for spherical symmetry, and a detailed outline of the numerical integration pro­
cedure is given. We use a rate-dependent elastic-plastic material law with power law strain
hardening, that is sufficiently general to describe a variety of metallic materials. The
formulation of the constitutive equation is such that rate-independent plasticity is included
as a special case. Moreover. temperature effects due to plastic dissipation are taken into
account. Because of the slow propagation of heat when compared to the wave velocity,
only adiabatic heating will be considered. Numerous examples are used to demonstrate the
efficiency of the method and to show several interesting effects in elastic-plastic wave
propagation. Comparisons with some known analytic solutions underline the accuracy of
the numerical procedure. even in the neighborhood of the plastic shock front.

2. DYl\;\MIC GREEl\"S FUNCTIO'\lS

The concept of dynamic Green's functions is derived from the dynamic Betti-Rayleigh
reciprocity theorem (Eringen and Suhubi, 1975; p. 368), which reads for a body with
volume V and surface S.

f.[b(x)*u(x)](t) d V + J~. [t(x)*u(xl]( l) dS + p I(ii(x, 0) . u(x. t) + u(x, 0) . u(x, t) d V =
f \ " f

J[u(x)*b(x)](t)dV+ l[U(X)*t(X)](t)dS+ P J(ii(x,t).u(X.O)+ii(X.t)'U(X,O»dV, (I)

where (u, b. t) and (ii, b. t) are two distinct sets of variables. denoting the vectors of dis­
placement. body force and surface traction, respectively. The mass density is designated by
p, a superposed dot indicates a time-derivative. and [. * .J is the convolution, defined by

[b(x)*u(X)](t) = 1"'b(X,t-T)'U(X,T)dT.
",0

We assume b to be a singular body force.

(2)
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b = ()(t-T)6(x-xle.

813

(3)

where e is a unit \ector ~\I1d () denotes the Dirac-delta function. The dimension of the
delta function is determined b~ the dimension of its argument. Thus, b(x - x') is a three­
dimensional delta function. while ()([ - T) is one-dimensional. With eqn (3), we obtain from
( I)

Ui(X.t) = r [iI;;(x.x)*h (x)](I)dHx')+ rnil,,(x.X)*I, (x')](t)
..i I v.)

-[l/,(X',X)*II (x)j(l))dS(xl+p I (l7;(x.x.l)lI! (x.O)+t'i/,(x'.X,llLi" (x'.O»)dV(x'), (4)
,I

where a primed index rcfeh to x and summation over repeated indices is understood. The
Green's functions ii, , and I; , are the displacement ll; and traction I" in x', respectively, due
to a unit force /;[ = ,)(I-r),)(x-x'j(', in x, We assume linearized geometric relations for
small strains. ::" = (I 2) (II, + II;,), !\Jote the symmetry of ii with respect to the spatial coor­
dinates. i,e, !/j [(x'. X.I) ,e 17, (x. x.l).

Now consider the case where a body is loaded by a dynamic eigenstrain e(x, f).
Introduction of the generalized Hooke's law (1 = C :U;-E) into the equilibrium conditions
leads to

\·lC:IV@U)]-V·(C:E)=eii. XEI.

[(I\\8,")]'n =(C:E)'n.xES'. U = n.XES LI
,

(Sa)

(5b)

where V is the gradient llperatoL C is the e1asticit~ tensor and S'c, SLI are those portions of
the surface S. on which either the stresses or the displacements are prescribed. It follows
from eqns (5) that the displacement in a solid with eigenstrains e(x, f) is the same as that
produced by equivalent body forces b=- v, (C: E) and tractions i = (C: e)' n. Ifwe assume
the body to be initially at rest (lI(X. 0) = il(x. 0) = 0) and introduce 6 and i for band t in
eqn (4). we find the displacement due to eigenstrains E.

1i,IX.1) = I [6,;,(x.X)*:= (X)](t)dV(x').
,1

(6)

Physically. the function 6 (x. X. (-- T) in eqn (6) represents the stress (J'i in x' at time f

due to a unit load I' <'I In x ~lt time T.

; Ilil SPliERWAlLY SYMMETRIC PROBLEM

3.1. Lowlill,i! hr hudl' !Ul"in

We introduce spherical coordinates (1'• .'1. (p). and observe that under conditions of
spherical symmetry the radial displacement II, = II is the only non-zero component. Fur­
thermore. all variables depend only on the radius I' and time I. Accordingly, eqn (4)
simplifies to

+ 4rrp J (17(1.1".1)11(1".0) + 1/(1'. 1'. f)iI(r'. O»r'~ dr'. (7)
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where II is the cavity radius, p(t) is the cavity pressure and b(r) is a radially symmetric body
force. Stresses and strains are obtained from the displacement (7) via the relations

(8a)

(8b)

where i. and II are Lame's constants, and 0., denotes the derivative with respect to r.
The Green's function u(rj, f~r) = u(r',r, f-T) is found as the solution of the differ­

ential equation of the point-symmetric problem

, 3(', t/') . ") I b(t-r)(5(r-r')_a
U" + U,- +(/.+~p) - ,

I' . 1'; 4rrr'2 d (9)

where (I = (i. + 211 p) 1 , is the velocity of the dilatational wave and the forcing term in eqn
(9) describes a singular radial load on a spherical surface of radius 1", such that its volume
integral is unity.

In the subsequent analysis we will use the following non-dimensional variables:

Y = I' lI, .Y = r' a, f = clf/a, f = clriQ,

2/1 1-2v
~ = i. +il-~ =T=--~ '

~ = f~ f ~ S + L s = x + x' - I.

(lOa)

(10b)

(lOc)

With these definitions, the analytical solution of eqn (9) with traction-free boundary
conditions at the cavity surface [0",,(1' = lI) = OJ has the form (details of the derivation are
given in Appendix A),

where

t/(x',x,f~f) = a'(x',x,f-f)+u'(x',x,f-f), (11)

lny. x. f-f) = (I ,--"-(x' +X'2 - (f-f)')H(f-d-f) (12a)
2Wr l6rr(xx')'

is the displacement of the incident wave, emanating from the source, and ul", the wave
reflected from the cavity, is found as

" ' _ _ (I ~H«(). , _ _
U (X,X,l~t) =-- _~_-.Jl/(x,x,t-r),

2pa" 16rr(xx')2

with

J/I (y', x. f - f) = ~' + 2(s - I )~ +2n - 4s

4exp(-~()[ 1 v 2 '))'}') ( t)]+--_..- ( +,,(.\'- xx sm(w" +w.\'cos w'" '
(I)

In eqns (12), (13) and further on, we use the abbreviations

(12b)

(13)
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d = lx-xl

---- 1-2v
(I) = v<(2-~) = L

I
,

-v

815

(14a)

(14b)

and H(") denotes the Heaviside function.
If we set x' = I in eqn (11), we obtain the displacement field for a cavity, loaded by

an impulsive unit pressure p(t) = b(t)!4na~ (Eringen and Suhubi, 1975; p. 481),

_ _ _ C l ~ exp( -~~)H(~) v' y

U(\.X,f-') =-.-~ -. ,[(l-,x)SIn(W()+wxcos(w~)], (15)
2/1a- 4nwx~

with ~(x' = I) = 7- f - x + I. In the sequel, we will need also the time derivative of the
Green's function a, which we denote by a. Differentiating eqns (12a, b) and (15) gives

, v

al(x'. x.l- f) = - cl -" [(7- f)H(7-d-r) -xx'6(t-d-r)], (16a)
211a' 8n(xx') 2

~, .' . - _ d ~ f[" ~ 2exp(-~~)
U (x ,.\, f-,) = 2~;'i 8n(x;)21 (, +.\ -1- ---(')- --

. [~(l - 2~xx' + 2Y) sin(w~) - w(l - 2;xx') cos(W()] lH«() + xx'6«() }- (16b)

c
a(l,x,l-f) = _l~ , _ (exp(-;~m(l+2(1-;)x)sin(w()

2Jla 4nwx'

- w(l - 2~x) cos(w~)]H«() - wxb«()}. (16c)

3.2. Loading by eigensfrains
The Green's functions ri, I! due to eigenstrains i',1 I are derived from a according to

relations (8b). With respect to later applications it becomes convenient to separate f into a
deviatoric and a hydrostatic part,

(17)

where the indices ( . )0 and ( . )111 identify the deviatoric and the mean component of a tensor,
respectively. Under spherically symmetric conditions, the deviatoric components are related
by, for example,

(18)

and eqn (6) simplifies to

u(r, t) = 4n r' {[ri(r', r)*t,~r(r')l(t) +3[6'm(r', r)*i:m(r')](t)} r'2 dr'. (19)
.u

The Green's functions 6' and (] 01' appearing in eqn (19) are related to i1 through

ri = 6'" - 6"0 <1J = 2p(i1.1 - air'). (20a)

(20b)
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With eqns (20), we obtain from eqns (l2a, b) the following incident and reflected
components

.... I - ('1 ~ . _ " " " -
(7'(X ,:et - f) = 1-··:;-~, [(3(1 - f). - 3x· -x . lH(1-d- r)

a 16nx·x

+2XX'2 sgn(x-x')15(1-d-r)], (21a)

C j - l'

a:,,(x',.\,r-f) = ~ - -~ [H(f-d-f)+xsgn(x-x')15(1-d-r)], (22a)
a' 247n=.Y'

where the signum function is defined as sgn (x) =\Ixl, 'i\ of. 0, sgn(O) = 0.
Two types of eigenstrain have to be considered, namely the plastic strain sP, which is

assumed deviatoric, and the thermal strain ST. The latter is considered to be of pure bulk
type, i.e. 1;& = f,T15'I = :x( T - To )15,1' where :x is the coefficient of linear thermal expansion, T
is the temperature and To is a reference temperature. Thus, we have

(23)

While e(x, t) is unknown in principle, the external load p(/) = Pof(t) is a given function
of time and the elastic wave due to p(1) can be calculated independently. This solution,
which is indicated by a superscript (')", reads

" Po 4na' _ .
u (yJ) = 1 [u( L x)*/](t),

_II ('I

." _ p" 4nC/ ' : . _
II (Y. I) = ..~-_.- [u( L x)*/](I),

211 C i

."d . _ p" 4nC/ ' _ . .
1././.(\.1) = ... ---[e(L.\)*j](t).

2p C 1

(24a)

(24b)

(24c)

Relations (24) have to be complemented by the solution due to e(x, I) (marked by a
superscript (.)*), which has the form

.' .
+4pnC/' I U7(x"Y,t)II*(x',0)+u(x',x,t)Li*(x',0»x'2dx', (25a)

.1
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+4pna' I (i7(:r', X, t)u*(.\. O)+D(x', x,7)u*(x', 0»X'2 dx', (25b). '

('-/

4 1 I (:(' -) * '()) -(' -) .*(' , 0» ,2 d '+ pna ex. x. T u (,\. +ex. X, TUX, X X .

• 1

(25c)

Consequently. the total result is the sum of the portions (24) and (25), u = ull + u*, etc. The
Green's functions a, am. ii,'i, ,'im. ~, eappearing in (25b. c) are found as derivatives of 6. 6m
and ii, with respect to either r or 1. The analytic expressions of these functions are given in
Appendix B.

Finally, the stress components are derived from displacements u and deviatoric strains
I'.~, via the relations

')1 1 /1 ' '_ - I' ,d _ " .1' 1_ ')' , . _ ,T) )
II, - ~ \2 I." ~L" + (- --)( U I L /' (26a)

(26b)

4, INCREMENTAL FORMULATION

Owing to the nonlinear dependence of t r on the current state of the body the integral
equations (25) have to be solved incrementally. We subdivide the radius into a sufficient
number of line elements of equal non-dimensional length ~X and consider a finite time step
~l = ~x, such that the wave front advances just past the distance between two neighboring
points.

There are several strategies in solving wave propagation problems by integral equa­
tions. One possible way is to focus only on the location of sources, that is, external loadings
or boundary conditions, which are not satisfied by the Green's functions. At each instant,
all signals arriving at a selected location have to be summed up, i.e. the time convolutions
have to be performed over the entire excitation history. This requires the storage of these
histories of each source. but the spatial discretization is limited to the location of these
sources. Such a procedure proves useful in computations of elastic wave propagation. An
application of this strategy to plastic spherical waves has been devised by Ziegler et al.
(1995).

An alternative method is to evaluate displacements and velocities at each instant
throughout the (discretized) continuum. and use these as initial conditions for the next time
step. In this case. the convolutions have to be performed only over one time step, and no
storage of any excitation history is necessary. On the other hand, this method requires a
discretization of the entire volume penetrated by the wave. In inelastic materials. however.
such a discretization is unavoidable anyway. in order to satisfy the constitutive equations
in each point. Hence, the latter method seems to be more appealing for plasTic wave
propagation problems and we will use it in the sequeL

Assume that we know the state at the beginning of a time step. t = ta , and we rewrite
eqns (25) for the time increment ~T = Th - Ta , where subscripts a and b denote quantities at
the beginning and at the end of the time step. respectively. Taking, for example (25a), we
find
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(27)

and analogous expressions follow for (25b, c).
Note that within !1t a disturbance applied at t a travels only a distance Ar = c l !1t, and,

hence, the space integration extends only over the interval x - At ~ x' ~ x +At. Moreover,
at all discrete points except the first one at x = I, only the incident components of the
corresponding Green's functions have to be integrated, because within a timestep !1t a
reflected wave can only arrive at a point located in the interval I ~ x < 1+ At.

In the evaluation of integrals like (27), we use linear shape functions in time and space.
Accordingly, each variable a(x', At) within an element is represented by the sum

(28)

where

x'(/1) = I N k(IJ)X'k.
k~1

'1 is a local coordinate, - I ~ '1 ~ 1. and a superscript k refers to the k-th nodal point in
local numbering within a line element. The linear shape functions N k(lJ) are given by

, 1+'1
iV- =--2 . (29)

The time integrals in eqn (27), etc .. are performed analytically and the subsequent inte­
gration over x' is carried out numerically by Gaussian quadrature.

Elementwise numerical integration transforms integral equations like (27) into
algebraic equations. We use vector notation, where column vectors are written in bold face
and matrices are enclosed in brackets. The symbols of these vectors and matrices coincide
with those of the corresponding Green's functions and state variables, respectively. In such
a formulation (27) and the equivalent integrals for u: and G~g read

u: = [o-]ae~ + [o-]'"'AeP + [o-m]ae~ + [o-m]'"'AeT + [li]u:+ [filiI:.

iI: = [a]ae~ + [a]'"' Ae ll + [am]ae~ + [am]'"' AeT + [fi]u:+ [li]iI:,

e:d
= [s]ae~ + [WAeP + [sm]ae~ + [sm]d AeT + [~]u:+ [e]iI:,

(30a)

(30b)

(30c)

where it is understood that the vectors e:d
, e~: and AeP contain only rr-components.

From the time integration of eqn (28) it follows that there are contributions from the
initial value a: and from the increment Aak

. Hence, each Green's function that is integrated
over r yields two matrices. indicated by the superscripts [o]a and [']"'. We will briefly
demonstrate this by evaluating the first two terms on the right of (30a) which are associated
to the variable G~" from the integral equation (27). Using a linear time variation for G~r

according to (28) and inserting (21 a) for the Green's function ij'. we get



Elastic-plastic wave propagatIon

-, , ( ') '(A- I -)' (r (' ~t:~~,.(X') -)d-d '++"'xx sgn x-x.o 0.1-( -T l G" x)+ -~-~t-T T X '"

a~ r\~!1i {[M-d
=--~ ,H(M-d) ---y-(M(M+d)-2x(x+x'))

4.\ ~.\ _,\1

1 [M-d
+ 2xx' sgn(x - x') GF, a (x') + 4x' -(M(M+ 2d) - 3x(x +2x') +};"2)

, ,]M-d ,(,
+2xx sgn(x-x) ~Lle~, (x) J dx + ....

S19

(31 )

where the contributions from GT and from the initial conditions have not been written down
explicitly. The space integration of the right hand side of (31) is now carried out by Gaussian
quadrature, using the linear shape functions (29) to approximate the variations of eFra (x')
and LleF, (x') within the element. It becomes clear from (31) that integrations of the terms
in the first bracket constitute the components of the matrix [ala while [a]'" is obtained from
those inside the second bracket.

While this kind of numerical integration follows those in many applications of the
boundary element method (see, for example, Banerjee. 1994), some care has to be taken in
evaluating integrals containing derivatives of delta functions. There are three different types
of integrals involving a derivative of a delta function, each with a different argument,
6'(M-d-r). (j'm and (j'(M-d). The first two kinds appear, for example, in the Green's
function of and .f', respectively (see Appendix B), and they are integrated over the lime
interval Llt. Writing the corresponding terms of the Green's functions according to
g(x'.x.M-r) b'(M-d-r) or g(x'.x,~) b'(O. where 9 is a continuous function of its
arguments, the time integrals can be evaluated as

fM , - - '-" - - - 2 rh { ,(. k M-d(/1))g(x ,x. Lli - r)a(x . rj() (LlI - d - r) dT = L J'1r ('1) 9,(x (/1), x. d(/1)) cia +Lla ----:\-_-
Il k~ I ut

+g(x'(f)). x. 0) (a~b(M- x- x'(/1) + 2) + ~;)}. (32b)

where, again a(x', t) stands for any state variable. a~ is its value at the k-th discrete point
in the element and Llel = a~-a~. The right-hand-sides of (32a. b) are now functions of x
and the local coordinate /1 and the subsequent space integration over x' can be performed
by Gaussian integration within the interval - I ~ '1 ~ I.

The third kind of the derivative [/ appears in the evaluation of strains and velocities
from initial conditions. for example in the Green's function ~(x'. x, t) in (25c). In this case
integration is performed over the space interval x - ~t ~ x· ~ x + Llt, giving
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f
'+M

.
g(x', x, M)ua(x')b'(M-d) dx'

\---!'!.1

= {~'.(X+~l,~\. A.l)_Ua(X~~l)_+~(x+~f,~\,M)_Ua,\.(X+~l)_,
g, (x M, x, At)uaCx M) g(x At, x, At)ua,Y(x At),

x' > x

x' < x
(33)

The last term in (33) requires the evaluation of Ua,r' In the subsequent numerical analysis
we store only the kinematic variables u, it and £~,., and from these we evaluate Ua,r as
Ua.r = (3/2)£~ra + ua!r,

What remains now is to establish an incremental formulation of the elastic plastic
constitutive equations, that delivers a relation between the unknown vectors AeP and AeT

and the current state variables,

5. INELASTIC CONSTITUTIVE EQUATIONS AND THEIR NUMERICAL INTEGRATION

We assume rate dependent plasticity with combined isotropic and kinematic power
law hardening and a J2-f1ow condition. The constitutive framework is comprised in the
following set of equations,

(34)

"= I' ",dti I

()

(35)

f = ~-g(",', y, T) = 0,

(36)

(37)

(38)

(39)

(40)

Here, ~d is the stress difference between the Cauchy stress deviator ud and the back
stress p. Furthermore, y denotes the effective plastic strain rate and I is the accumulated
plastic strain. By all we denote the initial yield stress, 80 is a reference strain rate and £'0,
X 0, m, n, [} are material constants. The function X(y, T) in (37) and (39) describes rate
dependence and thermal softening and appears as part of the isotropic hardening function
g(y, i', T) as well as ofthe kinematic hardening function H()" ), T). The function/constitutes
the rate- and temperature-dependent yield condition. Rate-independent plasticity is
achieved by setting n = 0, and isothermal plastic flow requires .9 = O. For ideal elastic­
plastic behavior we have to set also "If 0 = %0 = O.

Adiabatic temperature changes due to plastic dissipation are governed by

(41)

where (\ is the specific heat per unit mass, and WP is the plastic work rate. Equation (41)
neglects heat conduction, which is reasonable in plastic wave propagation problems, since
for most materials the propagation velocity of heat is negligibly small when compared to
('I'
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A detailed outline of the numerical integration of eqns (34)-(41) by the generalized
midpoint rule is given by Fotiu (1995) in a general setting, i.e. for arbitrary variations of
the loading direction. In our problem, however, there is no change in the loading direction
because of the spherical symmetry. Thus, p stays constant during continuous loading, and
in unloading p merely changes its sign. Using (34)e and (36)\, we may formally write

(42)

and integrating (37)1 according to the backward Euler method yields

(43)

with ~" and T assumed to remain constant during the integration. Note that (43) is e....wct if
H is independent of'," and T. Using (34)\e' (43) and the generalized Hooke's law ~O'd = 2/1
(~Sd - ~sP), we are able to rewrite (42) as

(44)

From (44) we obtain the scalar equation

(45)

where

H * _ 3 Hh - H" (47)
h ~ ') ~., .

- I

Relation (45) represents a nonlinear equation in the unknowns ~~' and ~T, provided sg
and, hence, ~e are given. With (37h, (39) and (40) the functions gh, Hb and Xb at the end
of the time step are given by

(48a)

(48b)

(48c)

Equation (45) has to be complemented by an incremental form of (41),

(49)

The proper form of HIP depends on the microstructural material properties, i.e. the amount
of reversible energy stored during hardening. Here. we assume

Jt"P = 0' : t P = ~ .... + f3 :t p
. (50)

Inserting (50) into (49) and carrying out the integration using relations (37)-(39), we obtain
an approximation of the adiabatic temperature increment
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(51 )

Equations (45) and (51) are solved iteratively by a secant algorithm with initial guesses
L'1'/ I) = L'1e - ga/3/l and ~T I) = 0 (more details about this numerical procedure can be found
in Fotiu, 1995). With the solutions ~y and ~T, the plastic and thermal strains are updated
as

(52)

6. GLOBAL EQUILIBRIUM ITERATIONS

Knowing the increments of £~r and lOT, a new estimate of £~r is calculated from the global
equations (30c) and (24c), and the same procedure is repeated until global equilibrium is
obtained within a certain tolerance limit. We write

(53)

where

(54)

contains all contributions, which stay constant during the iteration. If we assume eg as the
global unknown, a standard Newton algorithm has the form

(55)

with

(56)

(57)

It must be emphasized that in the present method the numerical inversion of the gradient
matrix G is rather inexpensive, because of the banded nature of the matrices [s]6. and [Sm] 6..
While static integral equation methods usually deal with fully populated Green's matrices,
the use of dynamic Green's functions leads here to banded matrices which can be inverted
by special subroutines. The bandwith depends on the ratio M/~x. In the numerical com­
putations of Section 7 we will use M = ~x, and in that case [8]6. and [sm]6. as well as all other
matrices become tridiagonal.

In order to retain the quadratic convergence rate of the Newton method, it is necessary
to calculate the local derivatives d~eP /deg and d~eT/deg. In integral equation methods these
derivatives are the equivalent to the elastoplastic consistent tangent operator in finite
element methods (Simo and Taylor. 1985, 1986). The first gradient is found by differ­
entiating (45),
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d~G~,

dE~'h
(58)

where g~ = dgh d~-,,, H ~ = dHh d~;', and Ill" I = I has been used. While (58) is exact if the
functions 9 and H are temperature-independent. they are only approximations in a tem­
perature-dependent calculation. However, the influence of temperature variations on the
plastic strain increment is usually small and we expect the simple formula (58) still to be a
sufficiently accurate expression for the derivative d~ePde~. The variation of the thermal
strain increment is derived from differentiating (51 )

(59)

where again, variations ofg and H with temperature are neglected.
Iterations are stopped if

(60)l e'I~IIII-t~I" I'

I, < rof.
le~,,,,1

where 10! is the tolerance limit of the error. Having found e~ and the plastic and thermal
strains from (52), displacements and velocities at f = I h are calculated from (24a, b) and
(30a, b) and the stress components are then obtained from (26a. b).

- ILLlSTRATlVE EXAMPLES

7.1. Idea! e!asfi1'-p!asfi1' /Ilaferia!

At first the accuracy of the numerical results is tested in comparison to analytic
solutions, derived by Chadwick and Morland (1969). Rate-independent ideal elastic-plastic
material behavior is assumed and a step load p(l) = PnH(I) is applied at the cavity wall. If
po/all> lis. which is termed supercritical loading by Chadwick and Morland (1969), a
stress and velocity jump \vill occur at the elastic plastic interface, that advances at a
constant speed 1'p = v (I + 1') 3( I - I') 1'1' As long as the stress jump does not vanish and
there is no unloading behind the discontinuity. an analytic solution can be given. In Figs
1-3 this analytic result is shown together with numerical calculations for v = 0.315 and

-5.0

-4.0

-3.0

-2.0

-1.0

0.0
1.0

1=04

1.5

1=0.8 1=1.2

2.0

-- analytic
- - ax =~f =0.025
- - ax = ~f = 0.005

2.5 3.0

x
Fig. 1. Radial stress distributiolllll an ideal elastic-plastic material for a step load Po/(Jo = 5. Analytic
results of Chadwick and Morland (1969) and numerical solution for step lengths t1x = 0.025,

tn = 0005
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20

-- analytic and others
15

5

1.5 2.0 2.5 3.0

x
Fig. 2. Di;placemcnts in an ideal elastIc-plastIc material for a step load Po/(Jo = 5. There is no visible

difference between the analytical and the numerical results.
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8

~o

:; 6
U:

4

2

0
1.0 1.5 2.0

-- analytic
- - - - ,ll = at = 0.025
- -- - ,ll =at =0.005

2.5 3.0

x
Fig. J VelocIties in an ideal elastIc-plastic material for a step load Po!(Jo = 5. Analytic results of

Chadwick and Morland (1969) and numerical solutIOn for step lengths I'u = 0.025. i'l.x = 0.005.

pI) (Jo = 5. Figure I demonstrates that the present method yields highly accurate results for
the stresses. except at the jump at the elastic-plastic interface and along the elastic precursor.
Depending on the grid size. corners of the stress profile are more or less rounded. The fine
discretization ~x = 0.005 already gives a close agreement with the exact result along the
entire stress range. The analytical solution of Chadwick and Morland (1969) is valid only
until 7 = 1.95. where the plastic shock front vanishes.

The non-dimensional displacements (peT !(Jo)(u!a) are given in Fig. 2, where the results
for both step lengths are practically indistinguishable from the analytic solution. A picture
similar to the radial stress is obtained for the non-dimensional velocity (pd!ao)(u/cl)'
Again. excellent agreement with the exact solution is found for ~x = 0.005 (Fig. 3).

In the previous example no unloading occurred in the plotted range. To study the
effects of unloading and reloading we apply two rectangular pulses. each of a duration of
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Fig. 4 Ralhal stress dl,tnhutll)l1 In an Ideal elastic-pl'hlic matenal for a loading by two successive
pressure puis", I', rT,,1 (al Spatial diqnhutll)n. (hl time variation at.Y = 0.5, 1.

r= I, with a resting period of the same length inhetween (Fig. 4a). The intensity of the
pulses is Pllcrll = 3. Here. as well as in all remaining examples in this paper, we use a
Poisson's ratio of \' = 0.3.

Plots of the radial stress vs \ and r are shown in Fig. 4(a, b) for a step length
fl.x = M = 0.01. At initial loading the discontinuity at the elastic-plastic interface vanishes
at a time r= 0.76, and at r= O.S the stress jump is clearly visible. After the end of the first
pressure pulse an unloading wave develops, which propagates with a speed CI > cpo The
second pulse again causes plastic loading, creating a plastic shock front with an elastic
precursor. However, this time the discontinuity at the elastic-plastic interface lasts sub­
stantially longer. It is well developed at a time r= 3 and still clearly visible at t = 4, that is
twice the pulse duration after the second loading. This can also be observed from Fig. 4b,
which shows the time variation of cr" at the two locations x = O.S and x = 1. In plastic
loading the stresses reach a nearly constant plateau, hefore the drop due to the unloading
wave. A step-like dent in the rising slope indicates an elastic precursor. While at x = 0.5
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both pulses exhibit an elastic and a plastic front, only the second pulse in x = 1 shows such
a step-like profile. Phenomena like internal reflections of elastic unloading waves at plastic
shock fronts as described by Kolsky (1963; p. 170 ff.) in the uniaxial case (see also Irschik
and Ziegler, 1990). occur in principle also for spherical waves, but owing to numerical
dispersion, these effects may not be easily detected in a numerical analysis.

7.2. Rate-independent power-lall' hardening material
We assume combined isotropic and kinematic strain hardening as described in Section

5. To study the Bauschinger effect in an otherwise equivalently hardening material we
derive the isotropic and kinematic hardening moduli x'o and yt0 from a total hardening
modulus K o as

·i'li = hKo.Ji'o = ~(I-b)Ko, (61)

where h, 0 ~ h ~ I. may be termed as the degree of isotropic hardening, since for b = 1 we
obtain pure isotropic hardening and h = 0 represents pure kinematic hardening. In order
to study the material response for different values of b, we have to ensure reverse plastic
loading. Hence, we assume the following loading function: p(t) = Po, 0::::; t::::; 1,
p(t) = -Po, I ~ t ~ 2, p(t) = 0, t? 2. Strain hardening is described by the parameters
Ko/(Jo = I and m = 0.3. Results of the radial and circumferential stress components are
displayed in Fig. 5(a--c). Application of the first pressure pulse again leads to the devel­
opment of an elastic precursor and an elastic plastic interface, though, due to nonlinear
hardening, there is no longer an exact jump in the stresses and the velocity. In Fig. 5 we
compare solutions for pure isotropic hardening (b = I, bold lines) with those of pure
kinematic hardening (b = 0, thin lines). During the initial phase of loading the stresses
coincide for both types of hardening, owing to the assumption of the same total hardening
modulus K o. Differences appear after reverse loading, where the Bauschinger effect leads
to reverse plastifications at a lower stress leveL and the stress profile for b = 0 slightly
lags behind that for isotropic hardening. Owing to the prescribed boundary conditions
O'rr(x = I) = - port) differences are more pronounced in the circumferential stress com­
ponent 0'<0<_, (Fig. 5b, c).

7.3. Rate-dependent power-lall' hardening and thermal softening material
Next, we study the effect of the rate-dependence of the yield stress. The cavity is loaded

by a rectangular pulse of intensity Po(Jo = 6 and duration t = I. The viscoplastic material
behavior is modelled by the following parameters, which are typical for metals: m = 0.2,
KOi(JO = I, Eoa!c I = 10- 8

, h = 1. The results for two different exponents of the rate sensitivity
n = 0.0 I, 0.02 are compared with the rate independent solution n = O. Figure 6 shows the
radial distribution of the effective stress (J at different times. A rate sensitivity of n = 0.02
elevates the effective stress at the cavity surface approximately by a factor of 4/3. As the
wave progresses the differences in the stress peaks become smaller, and, eventually at t = 4,
they are roughly of the same magnitude. At this time, (J < (Jo everywhere, and the wave
travels elastically.

Finally, we will consider also thermal influences. We assume the same rate-sensitive
material as above with n = 0.02 and pcJo!(Jo = 0.005, 9To = I, 'Y.To = 3.5 x 10-'. Again,
the cavity is loaded by a rectangular pulse, but with a duration of t = 2. The effect of
thermal softening becomes visible in Fig. 7, where effective stresses are plotted over time.
Significant softening appears only close to the cavity wall where most of the plastic dis­
sipation and, consequently, the maximum temperature rise take place (Fig. 8). At x = I,
there is an initial overshoot in the stress, which drops immediately to an equilibrium value.
This is typical for viscoplasticity (Bodner and Aboudi, 1983), where due to rapid loading
the material initially behaves elastically and relaxes according to its degree of viscosity,
described by the constants n and Eo. The extension of the (adiabatic) temperature field
indicates also the extension of the plastic zone. At t = 3, the domain x < 2 already undergoes
unloading and at 1 = 4 there is only a marginal further extension of the plastic zone up to
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Fig. 6 Spatial distrihution of the etkctiw stress in a \Iscoplastic material with three different rate­

sensitivities II = O. (UJI 0.112. Loading hy a rectangular pressure pulse p" IJ" = 6.
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Fig. 7 rnne variation of effectlVC stress in a Ylscoplaslic material. II = 0.02. PI' IJ" = 6. Thermal
softening (:JT" = II and no thermal softening (:JT" = 0).

about x = 3.5. Finally. Fig. 9 shows the response for different values of the thermal
expansion coefficient Y.. It is seen that a significant difference in the stresses appears only in
the unloading domain behind the unloading wave front.
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APPENDIX A

The ,olulion of eqn (9) IS most convenIently derived by introducing a displacement potential $(1', f), defined

II'~ $,.

With IA II. we can rewnte (9) as follow,

(~(I$)" _ I <1'». = _ 6(1-T)b(r-r')

,I' ci" 4rrr" (j. + 2/1)

After integnltll1g 1.'\21 and selling F(r.1I = 1'$(1'. II. we obtain a simple wave equation for F,

F,,- I f'= - . r.----[H(r-r')b(l-T)+~C(t)J,
c; 4711'-1/+2/1) a

(AI)

(A2)

(A3)

where Ci t) IS an arbitrary non-dimensional integration constant. A particular solution of (A3) is found by means
of the Green's function (i(y - x'. I - f) of the scalar wave equation (Graff, 1975, p. 25)

F(y.\. i -- fl =

where

I ,,',-J I G(y-.'i.I-nqHu-x')b(i-T)+C(i)]d_fdi
4iIX'~(.i~+2.ll) 0 ..,11

x [H(x-x' +U-f))-H(x-x' -(I-f))]), (A4)

(i(y- yJ-il = - ~HU -i)[H(x-.i'+U-i))-H(x-.f-(l-i))]

((Ii = 1"U-i)C(f)di,
,0

(A5a)

(A5b)

and the non-dimensional variables x. x. i. f and:; arc defined by (lOa,b), The Green's function 11'(x,x', I-f) is
then derived from

. _ 1 (F(X. x', I-f))
I7'(X. x ., - f) =-~ ---------:--- ..

lr .X I:

(A6)
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,/'(v,.\,/
(, :11(/- fi

f) = I v- +\' - (1 -- f)' 1111(1

21'" 16n(lv I'

v +(1 . f)) H(x -x' - (i -f))]. (A7)

Furthermore, It can be shown that

H(/ filII I v v -+ 1i til -- II (v (/ 'll]=/fli ,v-x'l-f), (A8)

which, when substituted into IA 7). vields the result (12a).
The boundary conditIons at the cav1ty are satisfied by addmg to a' a proper homogeneous solution of (9),

which we denote by 11". Accordingly. the corresponding displacement potential FI, is a solution of the homogeneous
wave equation h,.- F" c' = O. Hence, F" can be represented by a D'Alembert solution F,,(r, I) = '/(1- (r-a);c,),
wherefdescribes the reflected outgomg wave, starting from the cavity with radius a. Withf the displacement a"
is found as (Timoshenko and Goodier. 1970, p. 510)

(A9)
('I r

where r is the dcnvatIYC of I with respect to Its argument rhe houndary conditIon at the cavity surface requires

Substituting 11' and (A91 into 1.'\1(1) results In a differential equation for til).

(AIO)

with

Ii I I 2:'" / II I ~
- 11 ) Iii) 1/11 I.

11
(All)

q(l)= - :[2:11/ II
21'11' ]()/U'

v + I) ((1 n:-x'-l),j(i-f--x'+\):.

(AI2)

Equation (A II) has the structure of the equatIon of motion of a damped single-degree-of-freedom oscillator,
which can be solved by means of the corresponding dynamic Green's function

(AI3)

Since q(l) vanishes for I " II "I I . the solutIon of IA II) can be written as

(AI4)

where the pnme denotes a shIfted lime scale, for example. / i Y -r I. For r > a, 1 has to be replaced by the
D'Alembert argument r (I' --(1)e,. or. in non-dimenswnal form, we substitute t - x + I for f. Hence, we may
introduce a non-dimensional lime measure ~ = t - I v - v· + 2. and tind a' = II/, from (A9) as

I. (' /(~) + n.~)·).Ii (1,1', i II =

u . ,\ "
(AI5)

If the mtegration IAI4)IS c"rm:d OUI <md the result IS l11troduced mto (AI5). we obtain formula (l2b) for the
reflected wave ,i

APPENDIX Ii

The Green' s functions of the devlatonc strains c::', are denved from a by proper differentiation. In particular,
wc have

,Iii, 171'), \= lri', ri'rl, \"

The indiVidual inCIdent and reflected components arc

(B1)
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i"(x'.x.I-f) = a'(\. \.1 f) )/1. ,'·(\ ..\.I-f) = 6"(x.x'.I-f)3/,. (B2a)

_ _ _ ,; r[H(~)eXPI-"1 .
e(l.x,t-r) = - , -~<. ---,- '[1)(1 ;X) 2;x-II-;))sin(w~)

21/(/ 6rrx' ! (J

+ un(3 - 2sx) cos(w~)]+X'6(0}, (B2b)

~'(x',xJ-f) = -"---[)(f-f)H(1 d·, f) +2\(\-2.\')6(f-d-f)
21/(/' 12rrx'\,"

\
,(\' +\" --(f-f)')sgn(x-\')ci'(f-d-f)], (B3a)

~'(x.x.l-f) = -
")

(2) .f. .'i",

.'i'(x',X,I-f)=-"·--[)()11 fl
,,' 24rrlx,""

+ \\ 1\ + I (I f)')(i'(i-d-f)-4(x,\')',)(\-x'),j(i-f)], (B4a)

.i'(x'.x. f) = ',- )('.[9"1/(\. \. I fl +(,(\-' -.1 ')

,,' 2411(.\X')·

~: cxp(
(!)

. [: )(.\' +x" )-;.\\'()(.\ +\) I 2( I : 11\ ): sin(,·)~) + (')()(\+ x') - 2:xx')xx cos(w~)]]H(O

+ ~\\ II +~ - 2:\\),)(~) +n' 'II(x. x. 1- f)b' «;)}, (B4b)

\).\sgn(.\- \')rj(i-d--f)~I + (-l.\
)-'I [hH(i d

0' )6rrx'x"

\ .
+ ,(.\- -\ - II f)')ci'(f - d f) - 2x'x'6(x-x')b(f-f)], (B5a)

_,' . _ _ " 3-2s i[ .' 4s.\CXPI ::) ,
s"'(.\ ..\,t-r)=--.-~\ )\ ---- [13--):\2:11-:)I')sin(uJ~)

0 4 )6rrx'x" l ('J

(3) a, a"" a:

(B6)

)- 2: \
a;,,(x.x.l-f) = ; [\(2\ 1),)(1 d-f) +" (.\' +x" -(i-f)')sgn(x-.\')ci'(f-d-f)],

2//(/' 2411X'.\

(B7a)

(B7b)



Elastic-plastic wave propagation

U'(x.x.l-fl = ----- [HU d-f)..,-2d,)U d f)

2)1(/' Kltl,YY)'

X33

+x:- (1-f)')b'U-d-f)]. (B8a)

li'(X'.X.r-f) = . --,-'..'.,. }.ll
2fw" 81t( \\ I: I (')

+ 21 \ + 1

+~: COS(WC)l]H(O

4 ' ,'- I ,I ' ' ') - - 1- ,YX )il(-;)+c'lI(x .x, t-r r'J (()r (B8b)

In the above equatlOns, ,)' denotes the derivative of the delta function with respect to its argument. This
function is defined by (LighthilL 1964)

ftC\).)',\' :Id,y= I(~)[H(( a) HI: hil. ()I\-C)

In (B4al and (B5a) we al,o made use of the relation

d
d\ sgnC\ -- Y ) ,= 2,)( \ \ I

-()'(~-x), (B9)

(B10)


